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The use of the virtual instrumentation
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Abstract:  For the beginning, the automatic dimensional control aspect is defined, being presented some methods in which this technological process it can do. In this case, the dimensional deviations measuring are made no more from point to point symmetrically disposed, with a manual rotation of the probe, but a continuous  form deviation measuring is proposed, for the  entire probe  circumference.  The measured parameters  can be stored for each current interest point. For  this reason, one method is to run a special program for the operating of a step by step engine, simultaneously with a  measuring virtual instrument running. An other method proposed is to transform the measuring virtual instrument into a more complex virtual instrument, which could also to operate the engine.  This part presents also some aspects concerning the results interpretation, especially about the metrological methods used to improve the measuring errors determination. 
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1.  The automatic dimensional control aspect

The creation of  a virtual instrument who permits to display the dimensional deviations, directly in length units, improves the measuring performances, due to the considerable reducing of the times for the dimensional control process [1].  

But, even in this case is, the disadvantage is a strongly necessary established angle probe rotation, for each measured point, and, in this way, it must operate manually. So the automatic dimensional control becomes necessary, especially when it’s about  the manufacturing process of the components of a finite product. The automatic process in industry is advantageous not only because it improves the manufacturing frequency, but many other advantages:  the production costs reducing, the improvement of the product quality, the manufacturing cycles time reducing, the improvement of the work conditions, the material waste and so on.

The automatic manufacturing process refer, first of all, to the control process, which determine strongly the product quality  [2]. 

2.    Solutions for the dimensional automatic control
Using the results and the virtual instruments, which are described in the first part, is possible to find a solution to improve the performances of the dimensional deviation measuring for the same probe, by the automatic control process. For this reason, it can be used an operating rotation system of the probe, during the measuring process, so that a measuring cycle corresponds exactly to a complete probe rotation. For the probe rotation operating, is necessary  that the measuring gauge to be equipped with an operating engine with a reducing rotation system, who consist in a step by step engine with a fine resolution and a reducing rotation system, in order to obtain a probe rotation between 5 and 10 rotations / min. A greater rotation can determine the impossibility to measure with a high precision, due to the inertial errors and to the instrumental errors issued in the mechanical system of the transducer and a lower rotation determines a time to long for a measuring cycle. 
 Supposing that the engine could operate with a rotation n = 600 rot / min, using a worm – worm wheel mechanism, it is possible to obtain a probe rotation with 6 rot / min. Depending by this condition imposed, it is possible to realize the dimensioning calculus of the worm – worm wheel mechanism. 
[image: image5.wmf]
Fig. 2.1 –  The adaptation of a step by step engine to the existing symmetrical revolution probes measuring gauge [2]  

The operating of the step by step engine can be do by programming a microcontroller [3]. But, this solution has a disadvantage: It impose as the condition, that, the beginning of the measuring process must coincide with the engine operating start. To respect this condition is very difficult, due to the fact that both programs (for the measuring aided by computer and the engine operating) are made in different programming environments, and their running, should must to make with initial diphase  times strongly established. 
[image: image6.wmf]
Fig. 2.2 –  The transducer and operate engine coupling to the PC, through the LabJack U12 data acquisition [2]
2. The possibility of the simultaneously measuring aided by computer of more dimensional deviations

Using the same dimensional control aided by computer proceeding, and the existing virtual instrumentation, it is possible to measure more dimensional deviations of the same probe, simultaneously. For example, it can realize the simultaneous measuring of the deviation on the radial and axial directions, of the same probe. It is also possible to measure the frontal deviation for two or many surfaces of the same probe, by adapting to the control gauge  any  fixing systems for the transducers [2]. 
[image: image7.wmf]
Fig. 3.1 – The adaptation of the existing gauge for three dimensional deviations measuring of the symmetrical rotation probe [2]

The transducer coupling to the LabJack U12 acquisition board, can be made using three analog inputs, using 3 connection protected wires (in case of use of  an electronic box  to power the sensors), or using a single special protected connection wire, if the sensors powering is made in a inductive circuit [2,5]
[image: image8.wmf]
Fig. 3.2 – Transducers  and operating engine coupling to the PC, through the LabJack U12 acquisition board 
1 – transducer connections, 2 – coupling of the operating engine  [2,4]
4.    Metrological aspects concerning the automatic dimensional control aided by computer
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Fig. 4.1  The linearity characteristic of the MICROLIMIT, TI 1B 0263 – 79 transducer  [2]


Measuring using the MICROLIMIT sensors, being known their linear characteristic, it was possible to determine the linearity errors (around 0,9% from the linearity domain in voltage range level of the sensors). The linearity errors affects the dimensional control precision, being possible to get some errors which can measure around 1,1 (m, that meaning a high value, especially when it’s about the measuring of the little probes as the miniature bearings, cylinder heads evacuation, cylinder cover, that are used to the internal burning engines of the vehicles and so on.

For this reason, in order to eliminate the high value errors (generally which are greater than 50% of the linearity error), different methods for the curves results approximation are used. One of these is the interpolation.

The linear interpolation is the most simple interpolation  method of a curve and it represents a proceeding in which it is possible to approximate curve zone between two successive points with a line segment. [6,7]
[image: image10.wmf])

(

....

)

(

)

(

)

(

2

2

1

1

x

p

y

x

p

y

x

p

y

x

L

n

n

m

+

+

+

=


Fig. 4.2 – The linear interpolation method between two successive points  [6]

The line equation who passes through the two point has the form:         
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the errors depending by the [xk, xk+1] interval dimension, and also by the function f(x) curving.

But this method cannot be applied in case of some more complex functions, as the trigonometric, logarithmic functions and so on, so, more useful is the polynomial interpolation method  [2, 6]. 


For a function that is defined on the [a, b] interval, taking real values, of type yi = f(xi), the interpolation will be make for n network points, and it will have the polynomial form, defined by the following expression:
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The problem is to determine the polynomial form, pi(x): 
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For the passing of  pi(x) through the current network point i,  the following condition is imposed:
 pi(x) = 1,  pj(x) = 0,   for    i ( j                                                                                                       (4.4)
If pi(x) has the form: 
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where Ci represents a constant, than on the current point i,  pi(xi) will have the following expression: 
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The condition that pi(x) pass through the current point I determines that                   , generating the relation:
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As the following, p(x) in  the current point i will have the following form :

[image: image21.wmf]2

1

))

,

,

(

(

å

=

-

=

n

i

i

i

x

F

y

S

b

a


                                                                                                                                               (4.8)

Returning to the expression who defines the interpolation function, it can obtain  [6]:
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                                                                                                                                              (4.9)       
But one of the most used methods for the function approximation is the regression method, renamed the smallest squares method. For a function f(xi) = yi, defined to the real numbers, who takes also real values for different values xi , it can to obtain different values  yi, of the  function. The problem is that the function f(xi) could to determine a model – function F(x, (j), who can satisfy the following condition:  
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where   (j       is a  model parameter (j = 1..n), and S is the sum of the square distances between the initial function and values the model – function values. The problem is to determine this model parameter  (j, so that the sum of the  square distances is minimum. In this order, the partial derivate of the sum S, reported to (j   model parameter is equal to zero:
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For the linear regression, the model function who must approximate the most exactly possible the function f(xi) is linear:
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( and ( being the model parameters and it must be determined, so that the sum of the square distances between the real function values and the model function values is minimum. This distance can be express as the follow:
                                                                                                                                                                         (4.13)
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It is imposed the condition that the partial derivate of the sum of the square distances reporting to the model parameters is equal to zero, which invokes the generation of a differential equation with two unknown system:  
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Solving the equation system, it can obtain the model parameters ( and (, which defines the model – function, for the real function approximation [7]:
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[image: image28.wmf]                                                                                                                                           (4.16)       

The polynomial regression has as the model function the following expression:
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Like to the linear regression method, is necessary to determine the model parameters (j, so that the partial derivate of the sum of the square distances, reported to the model parameters is equal to zero. As the following, it can obtain a differential equation to determine  (j  parameters   [6,7].
[image: image30.wmf]
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