56
The calculation of definite integrals using the antithetic varied method

61
Bulletin of the Transilvania University of Braşov ( Vol 13(48) - 2006

THE CALCULATION OF DEFINITE INTEGRALS USING THE ANTITHETIC VARIED METHOD

M. CĂRBUREANU

Abstract: The paper presents one of the most efficient and modern integration Monte Carlo methods, methods whose philosophy is the generating and the using of the random numbers, category also including the control varied method, with a higher degree of accuracy of  the Monte Carlo simulations, namely  the antithetic varied method. This method is known for its programming simplicity and for the numerous advantages given in the definite integrals solving process.
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1. Introduction

We have four classic integration Monte Carlo methods, namely: the hit or miss method, the sample average method, the control varied method and not the last the antithetic varied method, knew for it programming simplicity. 

In this article we shall present one of the modern integration Monte Carlo methods, category in which is also included the control varied method, namely the antithetic varied method. First we shall try to find an answer to a question which appears in a natural mode, namely, what recommends the usage of the Monte Carlo simulation in the solving process of a large problems field from the most varied domains, after which we shall briefly present in what consist the control varied integration technique. On, we shall present, what really interests us, namely, the basic idea and the method antithetic varied algorithm. On the basis of the antithetic varied method algorithm we shall seek for the best approximations of some definite integrals solutions. First we shall apply the antithetic varied method algorithm for a simple integral, to distinguish the implementation mode of this algorithm, namely 
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. For each of these two applications we shall build two programmes, one in the C language and one in the Pascal language, and the values obtained like result of three consecutive trials of each of these two programmes, shall be noted in a table, on which basis we shall establish the value which offers the best approximation for the integral solution in cause,  and we shall detach the necessary conclusions. 

2. What recommends the usage of the Monte Carlo simulation in the solving process of a large problems field?

The Monte Carlo simulation represent, as well known, one of the most productive methods in the solving of a large problems field from the most varied domains, namely: 

the integration, the probability repartitions simulation, the solving of the problems at limit for the differential equations, the simulation of the experiments based on the Markov chains or of the chains with complete bindings, the solving of the algebraic equations systems, etc. [3]. The simulation Monte Carlo philosophy is based on generating and intensively using random numbers. In these ideas order, it efficiency is due to the fact, that when we have at hand a very big multitude of means from among we must choose one for achieve a certain purpose, the best mean is obtained quicker proceeding at a random selection of it, than if we proceed in a determinist way, choosing at range, one after the other, to identify it best.[4]   

3. A few words about the control varied method

The control varied method belongs, beside the antithetic varied method, to the modern methods category, with a higher grade of accuracy of the Monte Carlo simulations. Unlike the other Monte Carlo integration methods, namely the hit or miss method, the sample mean method and the antithetic varied method, as part of this method we must take a procedural decision, before starting the effective calculus. Here is, briefly, what it is about. Having given the 
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 function for being integrate, we should choose a new function 
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, named the control varied function, which on one side to approximate good enough the integrant 
[image: image5.wmf](

)

x

f

, and on the other site to be easily to integrate. In this sense, usually we choose as control functions the polynomials. For the calculus of our integral, we shall write first 
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, where H=
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, is easily to resolve, after which the sample mean algorithm is applied to the integral wrote in the form above. 

4. The basic idea and the algorithm of the antithetic varied method 

The antithetic varied method represents a modern and efficient integration Monte Carlo technique, category also including the control varied method. The antithetic varied method is based on the next judgement: if U represent a uniform random variable with values on [0, 1] while 
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 represents two un-remove estimators for the integral  I=
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, then is expected that the average estimator 
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 to have inferior dispersion to those two estimators. Generally, the finding of those two estimators depends on the function type we want to integrate. On, we shall present the algorithm of this method, necessary for calculate the integral of a function f which has the first order derivative bounded of c on [0, 1]:[2]

- We shall consider a random number u on [0, 1] and we shall choose a natural number m, not too big;

- We shall calculate 
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 is an un-remove estimator for I=
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, thus so for any u, we have that 
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5. The usage of the antithetic varied method in the solving process of definite integrals 

The first application consist in achieving two programmes, one in the C language, one in the Pascal language, programmes in which we shall implement the algorithm of the antithetic varied method for calculate a simple definite integral, precisely to distinguish the implementation mode of the method algorithm, namely 
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Fig.1. The graphic representation of cos(x) using the „stairs” function[1]
The execution result of those two programmes, consist in finding the approximate solution for the integral in cause. For each of these two programmes, we shall build a table, in which we shall note the values obtained after three consecutive trials and for each step ( for M=1, 10, 100, 1000, 10000 ), we shall calculate the average of these values. Then, we shall analyze the results obtained after the execution of these two programmes. 

For the solving of these two definite integrals, we shall use the next pseudocode, where the function 
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 is the function for which the integral is calculated: 

integer step, I, M, J;

real  U, S, ValInteg;

begin

initialize the random number generator;

generate U
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[0, 1];

write”The random number is”,U;

for step
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0, 4 do begin

   M
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1;

   for J
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1, step do M
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M*10;

   endfor;

   for I
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0, M-1 do begin

S
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   endfor;

ValInteg
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S/M;

write” The approximate value of the integral is”,ValInteg;

 endfor;

end.

The C programme for the calculus of the integral in cause is the following: 

//The_C_programme

#include<stdio.h>

#include<conio.h>

#include<stdlib.h>

#include<math.h>

int step;

float U,S;

int I,M,J;

float ValInteg;

void main(void)

{clrscr();

 randomize();

 U=(float)rand()/RAND_MAX;

 printf("Nr. aleator este %f",U);

 for(step=0;step<5;step++)

  {M=1;

   for(J=1;J<=step;J++) M=M*10;

   S=0;

   for(I=0;I<=M-1;I++)


{S=S+cos((I+U)/M);


}

   ValInteg=(float)S/M;

printf("\nFor M=%d the approximate value of the integral is %f",M,ValInteg);

  }

 getch();

}

Table 1

	Trials for  M=1, 10, 100, 1000, 10000
	Trial1
	Trial2
	Trial3
	Average

	M=1
	0.895684
	0.558103
	0.924585
	0.792790

	M=10
	0.843617
	0.818851
	0.846791
	0.836419

	M=100
	0.841655
	0.839264
	0.841976
	0.840965

	M=1000
	0.841489
	0.841251
	0.841522
	0.841420

	M=10000
	0.841473
	0.841449
	0.841477
	0.841466


The Pascal programme for the calculus of our integral is the following:

program Monte_Carlo3_Pascal;

uses crt; 

var step:integer;

    U,S:real;

    I,M,J:integer; 

    ValInteg:real;

begin

clrscr;

randomize;

U:=random;

write('Nr. aleator este',U:0:6);

for step:=0 to 4 do

begin

M:=1;

for J:=1 to step do

M:=M*10;

S:=0;

for I:=0 to M-1 do

begin

S:=S+cos((I+U)/M);

end;

ValInteg:=S/M;

write('For M=');

writeln(M,'The approximate

value of the integral is',ValInteg:0:6);

readln;

end;

end.
Table 2

	Trials for M=1, 10, 100, 1000, 10000
	Trial1
	Trial2
	Trial3
	Average

	M=1
	0.895456
	0.973455
	0.617223
	0.828711

	M=10
	0.843593
	0.853890
	0.822482
	0.839988

	M=100
	0.841652
	0.842708
	0.839603
	0.841321

	M=1000
	0.841489
	0.841595
	0.841285
	0.841456

	M=10000
	0.841473
	0.841483
	0.841452
	0.841469


Calculating 
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, we obtain that the solution of this integral is 0.841470. We are interested in obtaining the approximative solution for the integral in question, through the antithetic varied method. On, we shall make reference at those two tables obtained through the execution of those two programmes. In the first table, obtained through the execution of the programme made in the C language, we remark that the value which offers the best approximation for the solution of our integral is 0.841466, value obtained at the step M=10000. In the second table, the value which approximates the best the solution of the integral in question is  0.841469, value obtained also at the step M=10000. The conclusion is the following: the approximative solution for our integral obtained through the execution of Pascal programme is better than the value obtained through the execution of the C programmme, and as the step M is bigger so the approximation obtained is better. Applying the algorithm of the „hit or miss” method for this integral we obtained an approximative solution rather good, but the approximative solution  0.841469 obtained with the antithetic varied method is much better than the approximative solution obtained through the „hit or miss” method, whence results the fact that the antithetic varied integration method ensures a higher grade of accuracy for the approximative solutions obtained through this method.

The second application consists of achieving two programmes, one in the C language, the other in the Pascal language, programmes in which we shall implement also the antithetic varied algorithm for calculate a little more intricate definite integral, manely 
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, and we shall use the same demonstration idea as well as in the first application case. 

The programme achieved in the C language for the calculus of our integral, is the following: 

 //The_C_programme

 #include<stdio.h>

 #include<conio.h>

 #include<stdlib.h>

 #include<math.h>

 int step;

 float U,S;

 int I,M,J;

 float ValInteg;

 void main(void)

 {clrscr();

  randomize();

  U=(float)rand()/RAND_MAX;

  printf("Nr. aleator este %f",U);

  for(step=0;step<5;step++)

  {M=1;

   for(J=1;J<=step;J++) M=M*10;

   S=0;

   for(I=0;I<=M-1;I++)


{S=S+(exp(atan((I+U)/M))*1/(pow(pow((I+U)/M,2)+1,1.5)));


}

   ValInteg=(float)S/M;

   printf("\nFor M=%d the approximate value of the integral is  %f",M,ValInteg);

  }

 getch();

}

Table 1

	Trials for M=1, 10, 100, 1000,10000
	Trial1
	Trial2
	Trial3
	Average

	  M=1
	0.990213
	         1.165818
	0.903431
	1.019820

	M=10
	1.045982
	1.056747
	1.042964
	1.048564

	M=100
	1.050370
	1.051452
	1.050118
	1.050646

	M=1000
	1.050832
	1.050940
	1.050807
	1.050859

	M=10000
	1.050877
	1.050889
	1.050876
	1.050880


The programme achieved in the Pascal language for the calculus of the same integral is the following:

program Monte_Carlo3_Pascal;

uses crt;

var step:integer;

    U,S:real;

    I,M,J:integer;

    ValInteg:real;

begin

clrscr;

randomize;

U:=random;

write('Nr. aleator este',U:0:6);

for step:=0 to 4 do

begin

M:=1;

for J:=1 to step do

M:=M*10;

S:=0;

for I:=0 to M-1 do

begin

S:=S+(Exp(ArcTan((I+U)/M))*1/((Sqr((I+U)/M)+1)*Sqrt(Sqr((I+U)/M)+1)));

end;

ValInteg:=S/M;

write('For M=');

writeln(M,'The approximate value of the integral is',ValInteg:0:6);

readln;

end;

end.

Table 2

	Trials for M=1, 10, 100, 1000,10000
	Trial1
	Trial2
	Trial3
	Average

	M=1
	0.898104
	1.162549
	1.176796
	1.079149

	M=10
	1.042775
	1.053074
	1.054617
	1.050155

	M=100
	1.050103
	1.051038
	1.051204
	1.050781

	M=1000
	1.050805
	1.050898
	1.050915
	1.050872

	M=10000
	1.050875
	1.050885
	1.050886
	1.050882


Calculating 
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 we obtain that the solution is 1.050881. We must obtain the approximate solution of our integral. In the first table, we remark that the value which approximates the best the solution of the integral in question is 1.050880, value obtained at the step M=10000. In the second table we remark that the best approximation is given to the 1.050882 value, also obtained at the step M=10000. We remark that both values offer a rather good approximation for the solution of the integral in question. Calculating the same integral through the sample mean method, we obtained that the best approximation for the solution of this integral is 1.050871, a rather good approximation, but not so good as the approximate solutions obtained through the antithetic varied method, fact which proves, once again, that the antithetic varied method is one of the best Monte Carlo integration methods.

6. Conclusions

These two methods, the antithetic varied method and the control varied method, belong to the modern integration Monte Carlo methods category, they offering a higher degree of accuracy of the Monte Carlo type simulations. Moreover, these two methods belong to the efficient estimation methods, of small dispersion, what affects in a positive way the error of these two methods. Using the same applications, we tested each of those four classical integration Monte Carlo methods, and we remarked that the method which offers the best approximate solutions, is the antithetic varied method, unlike the other integration methods which also offered approximate solutions for the integrals in question from the best, but the approximate solutions obtained through the antithetic varied method are of a great accuracy.  

What recommends the usage of those four classical integration Monte Carlo methods, namely: the hit or miss method, the sample mean method, the antithetic varied method and the control varied method, one more efficient than the other, in the solving process of definite integrals, and not only, is the fact that in the case of the definite integrals whose solution can be easily established, with minimum time and effort using the determinist methods, these Monte Carlo integration methods are supplying for these integrals approximate solutions from the best, in the shortest time and with minimum calculation effort, precisely thanks to the excessive usage of the random numbers in the solving process.  

Each of these four methods can be implemented and in others programming languages, as Java, C++, Visual C++, Visual Basic etc., obviously with much better results, than those obtained using the C and Pascal languages, because these languages have the advantage of very powerful random numbers generators. 

All this recommends the usage of those four classical integration Monte Carlo methods, especially in those situations in which the determinist methods are not efficient anymore, from the calculus effort and consumed time point of view to solve of the respective application.  
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Calculul integralelor definite prin metoda antithetic variate

Rezumat:Această lucrare prezintă una dintre cele mai eficiente şi moderne metode de integrare Monte Carlo, metode a căror filosofie este generarea şi utilizarea de numere aleatoare, categorie din care face parte deasemena şi metoda control variate, cu un mare grad de acurateţe ale simulărilor de tip Monte Carlo, si anume  metoda antithetic variate. Această metodă este cunoscută pentru simplitatea programării ei şi pentru numeroasele avantaje oferite în procesul de rezolvare a integralelor definite
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