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Abstract : Sonoelasticity imaging uses low-frequency vibrations in tissue and Doppler vibration pattern to detect small 
inhomogeneities in tissues. The sonification theory translates the tissue data into acoustic signals and reverses back the 
sound into images by solving an inverse problem. In contrast to sonoelasticity which is limited to low examination 
frequencies imposed by the high attenuation of acoustic waves, the sonification theory is extending the range of frequencies 
to areas of medical interest. In addition, sonoelasticity is limited to detection of only small inhomogeneities in tissue due to 
the Born approximation, while the sonification theory is extending to detect the tumors of different sizes. Fundamental 
theoretical considerations of both theories are reviewed in this paper with application to cooperative surgical robots. For 
implementing an effective control, detailed images of the tumor and its neighboring regions are required. 
Keywords : Dopler, Elasticity, Vibration,  Sonification. 
   

 
1. INTRODUCTION  
 
Sonoelasticity imaging uses low-frequency (100-Hz) vibrations in tissue and Doppler imaging of vibration 
patterns to detect and define hard tumors. A low frequency vibration is applied to excite internal vibrations 
within tissue. The inhomogeneity in a surrounding elastic region appears as a disturbance to the normal vibration 
eigenmode pattern. With applied stimulus by sinusoidal steady state vibrations, a production of modal patterns in 
tissues is obtained and the Doppler detection of vibration is followed by image generation [1-5]. Lerner and 
Parker pioneered this combination of externally applied vibration and new Doppler imaging techniques [6].  
The sonification translates the set of data points into acoustic signals [7-10]. An important issue in this direction 
is the reversing back the sound samples into new data points in order to gain in clarity and contrast in medical 
images, and discovery of the hidden details in the tissue by reducing the noise [11,12]. 
In contrast to sonoelasticity, which is limited to low examination frequencies, the sonification theory is 
extending the range of frequencies to medical imaging interest, and in addition, it is extending to detect the 
tumors of different sizes. Sonoelasticity is limited to detection of only small inhomogeneities in tissue due to the 
Born approximation adopted in the propagation equations. The sonification takes advantage to detect hard 
tumors by identification of flaw position, size and depth. As other methods, namely vibro-thermography and 
thermoelastic emission for NDE of composite materials, both theories the sonoelasticity and sonification are 
practical and can be performed in situ.  
Fundamental features of sonoelasticity and sonification imaging theories are reviewed in this article, with accent 
to the image prediction for hard tumor in a background of softer elastic tissue. 
These approaches are exercised for delivering detailed images of the tumor and its neighboring regions required 
for an efficient control of motion of the surgical instrument for a cooperative surgeon-robot hybrid system. The 
task of the hybrid cooperation is to stop the surgical instrument to reach some forbidden frontiers. 
 
 
2. SONOELASTICITY THEORY 
 
The tumor is modelled as an elastic inhomogeneity inside a loss homogeneous elastic medium.  The body 
occupies a 3D domain  , bounded by  . An inhomogeneity 0 around the point 0 0 0

1 2 3( , , )x x x is presented into 
medium. The motion equation for a general linear and isotropic material is [13] 
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where 1 2 3( , , ) ( , , )x x x x x y z  , ( , )u x t  the displacement vector of components iu , 1,2,3i  ,   mass density of 

material,  ( )E x , and   are the Young’s modulus and Poisson’s ratio respectively. 

Suppose that a vibration source is on the boundary 0   .  The boundary conditions are  

( , ) 0u x t  , 0/x  ,  0 0 0( , ) exp(i ) ( )u x t A t f x   ,  0x ,                                          (2)  

where 1 2( , )x x x  , 0  is the angular frequency, 0A  a constant, and 0f  a given function. Consider that the 

medium Young’s modulus is a constant 0E , except the small domain 0  around 0 0 0( , , )x y z  has the Young’s 

modulus 0E E . The displacement vector u  can be decomposed into longitudinal and shear components in 

accordance to Helmholtz theorem u   . From (1) we obtain the Helmholtz equations 
2 2 2 2, ,L Tc c                                                                                                              (3) 
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,  are the longitudinal and transversal (shear) wave 

velocities. Next, we concentrate on shear waves, since low-frequency longitudinal waves have wavelengths that 
are too large compared to organs of interest at the frequencies used in sonoelasticity imaging [1]  

2 2 ,Tc u u                                                                                                                               (4)  

where  Tc  is given by 
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If denote 2
0 0 / (2 (1 ))c E    , 0( ) ( ) /x E x E  , it follows in virtue of (4)  
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                                                          (6)  

So, instead of writing two shear wave equations for both the homogeneous and inhomogeneous region, we may 
write one equation for the entire medium 

2 2
0 (1 ( ))c x u u     ,                                                                                                             (7) 

Since the medium is characterized by attenuation of waves, we introduce in (3.4) a relaxation term 
2
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where R  is the mechanical resistance, defined by the equation dampingF Rv  , with v  the velocity. 

The motion equation (8) becomes for 0exp(i )u u t  and 0 0/K c   the wave number 
2 2
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The displacement is the sum between the incident and scattered waves  inc su u u   . For the quality factor at the 

angular frequency 0 , 0
0Q

R

 
 , the equation (9) becomes 

2
2 2 2

0
0

i
( , ) (1 i / )( )s s s inc s

K
u K u u x y K Q u u

Q
       ,  0

0

/ (1 ) for ,
( , )

0 for / .
x y

   
    

       (10) 

 
To simplify (10) the Born approximation is considered, i.e. the scattered wave is much smaller that the incident 
wave and therefore, the term 2

0( , ) (1 i / ) sx y K Q u  can be discarded. 
 
 

2. DIRECT SONIFICATION 
 
For the beginning, we present the direct problem of sonification as it is known in the literature [12, 15-18]. 
The sonification operator is a   bijective and reversible function at least when the data is in the digital range prior 
to D/A conversion. Each sample of sound can contain false characteristics because of the band-limited 
interpolation of the algorithm. 
The ideal sound signal has auditory gestalts within time and frequency ranges withe good perceptibility for the 
listener. Thus, pure sonification is a compromise between the macroscopic temporal scale and the frequency 
range of the information.  
The sonification operator 0S  transforms the point data space D  into the sound signals space 0Y   
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0 0:S D Y ,  0 0 0 0: ( ) ( , ( ), )S x t y t x t p ,                                                                               (11) 

where ( )x t is the 1D point data to be transformed into sounds depending of the data time t  , 0t  is the 

sonification time, and 0 0p P  where 0 0 0 0 0 0 0 0 0 0 0{ , , , , , , , , , }refP k f g H       . The parameters of 0P are: 0k  

the time compressor factor with the sonification time interval 0 0/T T k , 0 0   the dilation factor, 0
reff  is the 

reference frequency, 0 0, 0    the pitch scaling parameters, 0 1   the power distorsion factor, 0 0   the 

threshold for the amplitude, 0g  the gain function, 0  the decay parameter and 0H  the timbral control function.  

The one-dimensional data stream ( )x t can be divided into non-overlapping segments of different length, 

depending on application. For example, for the short-term fluctuation of a given information, the segments are 
built from the actual data with a moving average. The general form for the sonification signal 0 0( )y t is 

0
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where the second term 0 0( )ix t  is the mean free segment, and 1( )trend ix t   the trend signal at the starting 

point for pitch modulation. Parameter 0   determine the length of the sonic event 0
iT   function on iT   

If   0 0k    adjacent events do not overlap but for 0 0k   they overlap.  
To introduce control of timbre, the operator 0H  acts as the sine function, so 
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    ,                 (13)  

where 0( )ia t is the amplitude modulator, reff  is the base frequency for the pitch range of sonification and 0( )ib t  

is a pitch modulator. The amplitude modulator is defined as 
00 0 0( ) | ( |i ia t x t    , 0 1  ,                                                                                                        (14)  

where 0  has the role of amplitude modulator.  
 
 

2. NEW SONIFICATION OPERATOR 
 

Let us to consider 3D digital image B seen as a collection of N  pixels or dots seen as the smallest controllable 

element of a picture.  We suppose that B  is embedded in Euclidean space 3E , has the volume 1  and surface 

 . A Cartesian coordinates KX , 1,2,3K   is taken as a reference frame at time 0t  , to locate a pixel P B  

in 1 . The B  forms N -dimensional set of data  1 2, ,..., , N
N iD d d d d R   [12]. 

The B may be subjected to external force vector ( )f t  written as the sum of the excitation harmonic force ( )pF t  

and the generation sound force ( )sF t . The last force is introduced to build the sonification operator. 

Given a known primary force vector pF  we want to determine the unknown function sF  such that the acoustic 

power radiated from B  is a minimum.  
B may occupy at a later time t  a new configuration 3b E with position vector of Cartesian coordinates kx , 

1,2,3k  . The response of B  to the force vector f  is a configuration b  defined by the motion of a point 

P B  at time t . At frequency   the velocity can be written in complex notation ( ) exp(i )v t V t  . Similarly, 

the force is ( ) exp(i )f t F t  .The response of B  is written in terms of the complex mobility matrix (inverse of 

impedance) ( , , , ) (i ) / (i )j j j v f        , 1,2,...,j M  as [19]  

v F  ,                                                                                                                                          (15)  

where v  is the velocity vector, F  the point-force vector exciting B  normal to  . The index j  refers to 

the j vibration mode,    is the harmonic excitation frequency, j  is the j th natural frequency, j is the 

damping loss factor associated with the j th natural frequency and j  is the mass normalized modal 

displacement vector perpendicular to  in air. The acoustic power radiated from B  is written as 
1

2
TW v Av ,                                                                                                                                    (16) 
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with v   the velocity vector and A  the acoustic impedance which is positive definite and Hermitian matrix, 
written in term of its M  eigenvalues 1 2diag( , ,..., )M      and eigenvectors 1 2[ , ,..., ]MQ q q q   

1

M
T

i i i
i

A q q


  .                                                                                                                                  (17) 

By substituting (15) in (16) we have 
1

( )
2

T T TW F Q Q F    ,                                                                                                                  (18) 

where the superscript T  refers to Hermitian transpose conjugate operation. 
By setting 

0
s

W

F





,                                                                                                                                             (19)  

we determine the functions sF  under the form 

1 1 2 2 3 3( ) cn( , )s j j j j j j jF d m k x k x k x t      ,                                                                               (20) 

where n  is the finite number of degrees of freedom of the cnoidal functions,  0 1jm   is the modulus of the 

Jacobean elliptic function, j  are frequencies and  j  the phases , 1 2 3, ,j j jk k k  are components of the wave 

vector [20]. 
The sonification operator 1 0 2 0( , ) :D t T T      transforms dataset D  to M  -dimensional sound signal, 

where 2 is a subset of nR  representing the sound domain, 0T  is the interval of time associated to D , and 0T  is 

associated to 2 . This operator is defined as 

 
1
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( , ) ( )

1 ( )

N
j s j

j s j
j j s j

F d
D t F d

F d

 
       

 ,                                                                                         (21) 

where  j , ,j j  , 1,2,...,j n , are parameters that are determined from a genetic algorithm. 

The inverse sonification operator is given by 
1( )D d   ,                                                                                                                                     (22) 

where 1
2 0 1 0( ) :D T T     , and d   the new image   1 2, ,..., , N

N iD d d d d R     . 

By applying the inverse sonification algorithm, a new digital image is obtained. We expect to obtain superior 
properties of new picture in comparison to the original one in terms of clarity, contrast and noise.  In addition, 
new hidden details are expected to be discovered. 
 
 
3. APPLICATION TO MEDICAL IMAGES 
 
The control of robotic surgery systems consists in preventing the surgeon-tool to cross the vascular vessels in the 
tumor vicinity and depends on the quality of medical images of the tumor and its neighboring regions [21, 22]. 
The case of a tumor (pink color) located near the portal tree of the vascular territory is considered (Figure 1 and 
Figure 2). The image obtained by applying the sonoelasticity imaging was obtained by Gheorghe et al. [23] 
(Figure 3). The tumor is colored in blue.  
The distinction between the hard and soft tissues is shown in nuances blue to red. The conclusion drawn from 
[23] is that the image distinguishes between benign and malignant tissues, and the diagnostic accuracy of the 
image is more correctly for colorful than for gray-scale images.  
Also, the authors conclude that by refining selection of the tissue region, and by a larger number of images for 
each patient, the performance of real-time sonoelasticity imaging should be further improved. 
The inverse sonification three images are shown in Figure 4, for the frontal, caudal and cranial views. Compared 
to sonoelasticity imaging, several benefits are reported by the inverse sonification technique.  
Besides new details on the tumor reported to surrounding areas, the best views were found from which the shape 
and size of the tumor is better visualized.  
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Figure 1: Location of the tumor.                                              Figure 2: Vascular territory (1) and the vessel 
                                                                                                 branches in the vicinity of tumor (2).                                                      
 

 
Figure 3: The sonoelastic image of the tumor [23]. 

 

 
   Figure 4 :  Inverse sonification image in the vicinity of the tumor. 

                               
  
4. CONCLUSION 
 
This paper reviews the fundamental features of sonoelasticity and sonification imaging theories with accent to 
the image prediction for hard tumor in a background of softer elastic tissue. Sonoelasticity imaging uses low-
frequency vibrations in tissue and Doppler vibration pattern to detect small inhomogeneities in tissues. The 
sonification theory translates the tissue data into acoustic signals and reverses back the sound into images by 
solving an inverse problem. The inverse sonification problem has a remarkable property by improving the spatial 
resolution, contrast and noise of the medical image, and completing it with details that did not exist before. By 
comparing the old image with the new one, the results are surprising in that new hidden details are discovered.  
These approaches are exercised to control the motion of the surgical instrument for a cooperative surgeon-robot 
hybrid system. The task of the hybrid cooperation is to stop the surgical instrument to reach some forbidden 
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frontiers. For implementing an effective control, detailed images of the tumor and its neighboring regions are 
required.  
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